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1. High Availabilty

Increasing demand for carrier-grade VoIP and streaming video over the IP Internet has forced the carriers to make high availability an essential requirement in their next generation IP network build-out. This translates into stringent requirements on router design, e.g., 99.999% (5 nine) uptime. As such, the past year saw aggressive rollout of router solutions with high availabilty features built-in from leading router vendors including Cisco, Juniper, Alcatel, and Avici. In fact, according to Lightreading, the number one expenditure in the R&D research had been on the router high availability for most of the router vendors in year 2002.

The existing high availability solutions can be classified into two categories, i.e., nonstop forwarding and nonstop routing, both focusing on providing high availabilty in case of hardware/software failures or during the software upgrade. While nonstop forwarding requires protocol extensions and has network wide performance implications during the routing protocol restart phase, nonstop routing provides high availability to the router control card in an attempt to confine the problem within the scope of the router itself, minimizing the impact on the network wide performance. Hence, nonstop routing has been perceived to be a better solution than nonstop forwarding.

Nonstop routing is achieved through the use of a redundant or standby control card as a backup to the active control card. When hardware/software failure or software upgrade occurs, the redundant card takes over, known as switchover. Depending on the readiness of the redundant card in terms of operational state upon switchover, one or more of the following three levels of redundancies are employed in the above vendor solutions: 

(1) Database replication, e.g., Forwarding Information Base (FIB) replication;

(2) Full state or partial state replication, e.g., a repository of neighboring/adjacency state;

(3) Partial state or full runtime environment/operating system level redundancy, e.g., running the processes in the redundant card in synch with their counterparts in the active card.

While great effort is being conducted in industry, the academic research community seems quiet on this and there has been very few published papers available on addressing the related issues. However, a close examination of the three level redundancies reveals that the existing solutions have difficulty dealing with most of the software failures, which constitute more than 60% of the total failure situations, a serious problem the networking industry is currently facing. I personally believe that it is in this area the networking research community may play an important role. I also believe that better solutions do exist but finding one may require a close collaboration between networking research community and software engineering research community.

2. Network processor programming

As a new species of microprocessor, network processor is emerging as a promising solution to cope with ever growing number of data path functions in support of emerging applications, while keeping up with multi-gigabit line rates. With the help of its coprocessors, a network processor has great potential to be programmed to perform various critical data path functions in support of a wide spectrum of applications, including flow classifications, encription/decreption, pseudo-wire/circuit emulation, VPN, active networking, etc. As a result, research opportunities are abundant in the exploitation of the potential capabilities of network processors and their coprocessors. The following lists a few possible research topics.

(1) How different data path functions should be mapped to specific configurations of a network procesor to achieve a high throughput performance has not been adequately addressed. Also, very little is known on the understanding of the network processor architecture design issues in the context of performing data path functions across the entire router. For example, most of the research effort has been focused on understanding of a stand-alone network processor, e.g., finding a good mapping between specific data path functions to a network processor configuration in terms of thread scheduling and micro-engine pipelining/parallelism. However, if one puts a network processor in a multi-network-processor environment, (e.g., a high performance router with multiple network processors running in different network interface cards, interconnected by a switch fabric backplane), critical data path functions may be better partitioned and processed in different network processors to achieve higher performance, e.g., between ingress and egress network processors.

(2) A critical issue is related to the database management for packet classification. Significant research efforts have been made so far on the development of algorithmic approaches for packet classification. And it is generally understood that hardware based solutions are required to keep up with multi-gigabit line rates, e.g., SDRAM based algorithmic approach and TCAM based non-algorithmic approach. However, relatively less research has been done on the database management issues for the hardware based solutions. For example, for an algorithmic approach, adding a new rule may require partial or entire tree update. Also for a TCAM based approach, a new rule entry update may require the reordering of a large number of the existing rule entries or the updating of a large number of the existing rule weight values, depending on what TCAM coprocessor is in use. How these updates are going to impact the network processor performance is largely unknown. There are various choices to mitigate the adverse effect as a result of the rule updates. However, very few research results have been reported so far.

(3) So far research community has mainly focused on issues related to packet classification. As stateful packet classification or flow classification becomes more and more important for tracking individual sessions and their child sessions, how to enable flow classification at a low cost becomes a critical issue. I believe that today's network processors are mature enough to take on this task and our research focus should be shifted from packet classification to hardware-based flow classification.
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